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Abstract

Our memory is an integral centrepiece in the process
of storytelling however, our intuition leads us to believe
that we use different types of memory and memory re-
trieval for different types of stories. To further exam-
ine the relationships, we built a framework of different
computational models to better understand the cogni-
tive processes that people use while constructing a type
of story.

Our primary dataset, hippoCorpusV2, contains 6,854
diary-like short stories individually labeled into three
categories: recall, imagine and retold. We used rele-
vant Machine Learning models and techniques to clas-
sify these three types of stories, and extract the cor-
responding features to compare with our conclusions
from human behavior experiments to better understand
people’s cognitive processes.

We found that our model results and behavioral re-
sults are similar, and there are three main character-
istics that help us distinguish the three types of stories:
the time it takes to build the story, the amount of con-
crete, specific events mentioned in a story, and detailed,
sensory information providing background color to the
story. From these results, we can infer that recall sto-
ries are based on the direct retrieval of episodic mem-
ory, while imagined stories are mainly generated based
on general knowledge of semantic memory. While re-
told stories do retain some details in episodic memory,
they also require general knowledge due to the inherent
human tendency to forget trivial details.

1. Introduction

Nearly 50 years ago, Tulving [13] proposed that there
were two types of memory: semantic and episodic. Se-
mantic memory is a kind of organized knowledge that a
person possesses about words or other verbal symbols
and their meanings, referents, and relations. Episodic
memory, on the other hand, consists of events and
episodes that have already occurred. For a long time,
researchers segmented these two types of memory as
completely disparate systems in humans, but more re-
cently, researchers found that these two types of mem-
ory may have more overlap. Researchers discovered
that the hippocampus and surrounding medial temporal
lobe (MTL) structures, play an important role in both
semantic and episodic memory [9] [10] [6], and these
results suggest that when humans encode and retrieve
specific events, the two types of memory depend on
each other and together influence human behavior and
performance.

When humans need to recall an event and describe it,
although episodic memory is mainly responsible for re-
trieving relevant event information, some studies have
shown that semantic memory is also involved in con-
structing relevant events. [7]. On the other hand, when
we need to imagine a story from a brief description, we
need not only general knowledge of semantic memory
to construct stories but also episodic memory to extract
similar experiences to better describe the story [5]. In
addition, when we recall the relevant event again after a
lapsed period, our exact memory will be forgotten and
changed, and the event we re-describe will be different
from the previous description. Recently, some studies
have shown that forgetting is a kind of hierarchical rep-
resentation, and while our low-level details will be pre-
served, the high-level narrative flow will be forgotten
first [3].



Although both kinds of memories play roles in recall-
ing, imagining, and retelling stories, there are still dif-
ferences between the three types of stories. We can
better understand the types of memory and the cor-
responding cognitive processes that humans use when
constructing stories by comparing the similarities and
differences between the three kinds of stories and their
language content.Additionally, to better understand the
effects of forgetting, we can compare three different
story types at the same time to try to understand where
the differences between our cognitive processes are re-
flected when people describe different types of stories.

From our review of psychological papers, there were
three features that seemed most relevant to understand-
ing the differences between recalling, imagining, and
retelling an event: time, concrete events, and sensory
details.

1. Time: While time since the event being described
is important, the time to build the story is also sig-
nificant [1]. Studies have shown that the time re-
quired for direct retrieval of episodic memory is
significantly lower than the time required to gen-
erate retrieval with general knowledge [1] [12].
For recalled stories, humans will mainly rely on
episodic memory as it’s easily accessed. This eas-
ily accessible memory also allows for humans to
recall related events quickly, and supplement their
story with necessary details. For retold stories,
where related events are recalled again in the fu-
ture, there will be an additional parameter of “for-
getfulness.” This effect causes a subject to use se-
mantic memory to supplement the fragmented de-
tails of a story, and causes construction time of the
story to slightly increase. For the imagined story,
especially since a subject does not have direct ex-
perience with an event, the subject will rely much
more on semantic memory and use their innate
knowledge to build a narrative. The time required
to retrieve semantic information is the highest of
the three groups of storytelling.

2. Concrete events: For concrete details such as set-
ting and names, studies have shown that when re-
calling a past event, we already have an idea of the
background and can more easily extract related in-
formation [8]. Similarly when retelling an event
later on, the latest research [3] has indicated that
we forget high-level details first but relative details

are retained in memory longer, causing relatively
specific details to stay top of mind. Since individ-
uals imaging a story may not understand the back-
ground behind an event, they may have more trou-
ble including specific details compared to some-
one either recalling or retelling a story.

3. Sensory details: The final main feature deals with
sensory and emotional details but this segment
is still undergoing research and conclusions are
mixed [8] [2]. When we try to recall an event,
the subjects can effectively recall the subjective
feelings and emotions, whether postive or nega-
tive, at that time. As the time interval from the
event increases, the recall of such feelings and
emotions will gradually decrease. In the imagi-
nary story, fewer of these subjective feelings and
emotions are included since the subjects did not
experience those events and related sensory details
themselves.

We assume that when we use the model for multi-class
classification, the important features of the classifica-
tion will be consistent with the features we found in the
literature review, and we can further examine which ad-
ditional features are important in distinguishing differ-
ences between the three types stories through the results
of the model.

2. Method

Our approach for this project was to supplement the ini-
tial features of our dataset to incorporate our research
on papers about similar topics. After creating proxy
variables for the text based details, we proceeded to run
multiple multi-class classification algorithms to help
segment the three groups and predict the types of stories
from both numerical and textual features.

2.1. Dataset

The dataset we used is called hippoCorpusV2 and was
created by Sap et al in 2020 [11]. The dataset con-
sists of 6,854 diary-like short stories about salient life
events that are categorized into three types: recalled,
imagined, and retold. For the recalled stories, partici-
pants are asked to recall and write an experience that
happened to them in the past six months and then also



write a short summary of their event. For the imagined
stories, subjects were randomly given a short summary
written by a ‘recalled story’ participant and then told
to write a story describing the event as if it had hap-
pened to them. The subjects were told to not describe
an experience directly related to themselves but rather
imagine as if it were to happen. The third group, retold,
consisted of participants from the first group that were
asked to return for a follow up study. This group was
given their original summary and were told to rewrite a
story based on that prompt.

Regardless of the participant type, after writing the
story, each participant filled out a questionnaire that
would include questions to understand their current
mental state. They would have to rate themselves on
a 5-point Likert scale around topics such as how dis-
tracted they were, how draining the task was, etc. The
dataset also consists of information around demograph-
ics such as age, race, and gender, as well as time infor-
mation about how long the entire writing process took
and the number of days since the event occurred.

The following are snippets from each type of story. As
we can see, the Recall and Retold stories seem to have
many more specific details and nouns compared to the
Imagine story.

1. Recall story: “Then we went to the insect section
of the zoo. There were so many of them like spi-
ders, scorpions, and bigger animals like cobras,
rattlesnakes’ stuff like that. Then we saw the ele-
phants.”

2. Imagine story: “We got to the zoo early before
many of the large groups came and grabbed a
snack from the snack bar so we could get a head
start on seeing our favorite animals.”

3. Retold story: “When we walked in there was the
insect/reptile section of the zoo, so we saw many
exotic looking spiders, snakes, scorpions etc. I
liked it but my girlfriend didn’t like insects.”

2.2. Data Preparation

In the initial experiment, less than half of the partici-
pants came back to retell their story so in the dataset,

we had an uneven number between the groups. To rem-
edy this, we explored both bootstrapping the data to in-
crease the overall dataset and randomly upsampling the
‘retold’ participants to even out the sample size. Due to
the disproportionate classes, we decided on upsampling
the ‘retold’ participants to create balanced classes. We
increased the ’retold’ participants from 1,319 to 2,779,
matching the ’recall’ class as shown in the figure below.

Figure 1. Pie chart showing percentage of memory types
after upsampling recall numbers.

Many of the variables collected from the dataset were
categorical such as gender and ethnicity in which we
grouped together the low frequency items and one-
hot encoded the grouped items. To normalize the
scale of certain variables such as ‘WorkTimeInSec-
onds’, we log transformed the data to make sure that
one variable wouldn’t greatly affect our results. The
TimeSinceEvent variable had already been log trans-
formed for us so we were able to leave that as included.

As the original paper and many psychological papers
talked about the importance of language in storytelling,
we created a few variables to incorporate text into the
models. As mentioned in the introduction, the more de-
tailed and specific the story, the higher likelihood it was
to be a recalled story than the other two categories. We
created variables to count the number of nouns, adjec-
tives, and verbs, and also created a variable for count-
ing specific named entities. While we weren’t able to
incorporate any advanced Natural Language Process-
ing to help process the text and understand the specific
details, the basic count variables were good proxies to
get a base understanding of how textual details may in-
fluence the type of story. This procedure was inspired



from a narrative ability assessment task, called the Nar-
rative Assessment Protocol. [4]

We hypothesized that these text features and the du-
ration of the subject’s recall are the features that con-
tribute the most to the model’s classification, and hoped
to see how significant those features would be in our
classification models to better understand the overall
cognitive process.

3. Results

Our first step was to perform descriptive statistics on
each variable. For the textual features we were most in-
terested in, we noticed that in the recall story, the stories
contained the most nouns, verbs and adjectives. The re-
told stories contained the second highest concentration
of each of those parts of speech and the imagined story
contained the least number of nouns, verbs and adjec-
tives.

Memory Type NounsVerbs Adjectives

Recalled 53.68 26.36 17.45
Retold 51.09 25.63 16.70
Imagined 45.87 24.04 15.05

Table 1. Parts of Speech by Story.

After creating all our variables, we split our data into
a training set and testing set. While we would have
liked to also create a validation set, we felt that with
a limited amount of data, just the two sets would suf-
fice. Since this was a multi-class classification problem,
we attempted to supplement the initial models with the
OnevsRest Classifier. The OnevsRest classifier allows
us to compare each category against the other two cat-
egories. Since this problem only had 3 classes, OvR
didn’t add much computation time to any of our initial
models. After testing, the best model was XG Boost
which is common with most machine learning compe-
titions. While the XG Boost model does sacrifice some
interpretability, it was much more accurate than all the
other simpler classification models without much ad-
ditional training time due to the smaller dataset. Our
results are shown in Table 2

As predicted from the research papers, we found that
the time in seconds to complete the task and the number
of nouns in the story were the most important features

Model Test Accuracy

Logistic Regression 61.2%
Logistic Regression (One vs Rest) 62.0%
SVM 60.9%
SVM (One vs Rest) 60.4%
Naive Bayes 51.6%
Naive Bayes (One vs Rest) 50.4%
KNN 49.9%
KNN (One vs Rest) 48.6%
Random Forest 62.7%
Random Forest (One vs Rest) 67.9%
XG Boost 76.4%

Table 2. Summary of results.

in predicting the type of story as shown in Figure 2.

Figure 2. F-scores of the most important features from the
best performing model : XGBoost

4. XGBoost

4.1. Hyperparameter Tuning

Once we found XGBoost had a better performance than
all the other models/algorithms, we spent most of our
efforts on finding the best hyperparameters for XG-
Boost. Rather than picking random ranges for each pa-
rameter, we decided to incorporate sophisticated tech-
niques with the help of HYPEROPT library in python.
We shortlisted certain parameters which we believed
would influence this model the most, as shown in Ta-
ble 3. We combined all of these hyperparameters in a
space and generated an objective function for evaluat-
ing XGBoost’s predictions.For each hyperparameter in
the space, a uniform random generator was used to gen-
erate a value within the range provided. Both the space



and objective were given to the fmin() function to run
for 100 iterations of different hyperparameter combina-
tions and return the best possible accuracy.

Hyper-parameter Range Optimal

max depth (3, 18) 8
gamma (1,9) 3.845

reg alpha (40,180) 75
reg lambda (0,1) 0.538

colsample bytree (0.5,1) 0.759
min child weight (0,10) 3

n estimators (300,500) 437

Table 3. Hyperparameter ranges and optimal value.

4.2. XGBoost and human cognition

XGBoost is a highly effective, scalable gradient boost-
ing tree algorithm, and is widely used in many Ma-
chine Learning competitions worldwide for predicting
and forecasting based on tabular data. However, look-
ing at our results, we can make very interesting corre-
lations between the underlying principle behind (gradi-
ent) boosting and human thinking process.

Boosting consists of a sequential process where the
outputs of a decision tree are evaluated by simpler
trees/functions. An ensemble is added together to make
the final prediction. One of the more surprising aspects
of the boosting process is the use of weak or base learn-
ers, which classify at an accuracy only slightly better
than chance. For example, a weak learner used in boost-
ing is called a decision stump, which is effectively a tree
with the capability of only one split. Despite the sim-
plicity of its underlying processes, we can see that it
produced results which were significantly higher than
the ones from more established methods.

A parallel can be drawn between boosting and hu-
man decision making. We often make attempts to im-
prove our own memory processes, by which we attempt
to improve some aspect of our lives governed by our
own cognitions. But instead of making grand, radical
changes in our habits and approaches, sometimes its the
simple, consistent efforts that we put in, consciously or
sub-consciously that prove to be the most effective.

5. Discussion

The experimental results show that most of the off-the-
shelf models did well and some, such as Random For-
est did extremely well. With random guessing, since
our dataset was split evening, we’d expect a 33% ac-
curacy just by guessing one class every time. With a
more complicated model such as the XG Boost one, we
hit over 75 % accuracy, indicating that there are indeed
some significant variables to differentiate between the
three-story types. Looking at our feature importance
chart, we found that the time the subjects spent describ-
ing stories was the most important feature in distin-
guishing the three story types, consistent with our liter-
ature review. Additionally, we can see that the number
of nouns, verbs, and adjectives all have relatively high
feature importance compared to the initial features in-
cluded in our dataset. Interestingly, more specific nouns
that would be counted by named entity recognition are
not as important as just the general number of nouns.
The use of nouns indicate a story with more detailed de-
scriptions which is what current research assumes about
recalled stories. While we found that the usage of verbs
and adjectives are important in the model, there was
very little difference between them according to table
1

The results of our model suggest that when we need to
recall an event, we directly extract episodic memory to
describe this event, and enrich our story with more de-
tails. As the time since the event increases, our episodic
memory is gradually forgotten, and this forgetting leads
to spending more time on writing the stories and in-
cluding specific details around the event. For imagined
stories that we have never experienced, we rely more
on semantic memory and use more general verbiage to
mask the need for specific details.

5.1. Future Work

Although we achieved a fairly high accuracy rate of
76.4%, we outlined a few things we would want to in-
clude in order to potentially increase the accuracy even
further. We had to use proxy variables for our Natural
Language Processing tasks and could benefit from some
advanced algorithms. Instead of counting the num-
ber of nouns, verbs, and adjectives, we could explore
more specific text features such as the fluency of sen-
tences, the use of metaphors, and specific event recog-



nition. We could use implement deeper text language
processing models such as GPT or Bert to extract addi-
tional features and improve accuracy. While we stuck
to more off-the-shelf machine learning algorithms, we
could also try and implement neural networks to find
some underlying connections in the data that we can’t
see on the surface of our features. While we had almost
7,000 rows of data, this project could have also been
extended by using supplemental, similar datasets. We
could try and test our model around news articles to see
if we can outline differences between fact-based articles
and those that consist more of an author’s opinion.

The subject of understanding human memory has been
an open field of exploration in the world of cognitive
science and while our results can provide some insights
into this topic, we hope to further explore this issue
from the perspectives of both cognitive experiments and
model development.
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